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2 Basic Approach
M-estimators are solutions of the vector equation

but what are they estimating?

Example (Sample Mean, cont’d): Recall we said  is an M-estimator for

. What is the true parameter?

(theory) .

(iid(au)

-

Some time parameter Eos where .

(*) Er [I (1
,
i tr)7= (F(yiE)dfly) = 0 where Yof

The fire paraeter solves S(y-o)df(y) = 0

-> ly)= F

population
mean

-

Recall the S-dimensional motivating example.

we said the d which maximizes the pairwise log likelihood
seems like it would be

a good estinator for Gr .

We didn't show this

To do this
,

we would need to use (A)
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To arrive at the sandwich estimator, assume  and de�ne

Taylor expansion of  around  evaluated at  yields

↑depend an n
.

In the likelihood case :

I i)
score contribution

,
devi of log likelihood contribution

-

mean derivative of log likelihood contributions .

0 = Gn() =

Gn (0r) + Gn(to) (E-Er) Rn
ne N

artial o ↑
ba

-

I
highe order terms

Sxb Jacobian residual"

Rearranging :
- Gr(E0)(E - Er) = GrCEo +Rn

& Er
= -Gred?" Enlo) +E-E.En
e

R

(E -Er) = E-4(r) Gn(Io) +
*

-- -

need
⑪ ② ③

We will look at each piece.
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De�ne .

⑱ + -(n(Er) =
- GnCo) = -

.
(i ,Er] = E, "(iEo

Then = GCE) ->ACEo) by WLLN
.

In the likelihood setting,
what is A ? curvature

!

because is tre score function (derivative of log liklind)
=>4" is the 2nd deviative of he log likelihood .

because a
have a correctly

② (Gn(r)= E
,

E (i,)-N(8, B(o))
w?

scaled som of id things (CLT) .

What is B(IoT ? Should be the varince of I.

B(E
.)

=

Er 34 (7
, ) T1..) 3

.

③ # Rn
*
- &

This is he "hard part" to
prove.

We will
spi ,

see Huber (1967) or Serfling (1980)
.

So putting &
,2, together

(E- r) -"[Alt.15 N(8 , BlE0)) (slutsy's) .

->"N(E
,
ACETB(Er ) [A(r)-]Y)

or NCEo ,
AlEd"B(Er [ACE:3Y

In practice,
we don't know Es I replace my E :

- N(E
, A()" B(E)EACE"))

↑

curvature variance Purvature
.

bread meat bread = sandwich !
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2.1 Estimators for 

If the data truly come from the assumed parametric family ,

One of the key contributions of M-estimation theory is to point out what happens when the
assumed parametric family is not correct.

We can use empirical estimators of  and :

Then A (E0) = B(E0)= 0

Information matrix . Where the I definitions of I(10) are used
.

=>

the sandwich estimator Alt (is(E0)(Aira)"= ICE.
)

Then ACE.) F BCo) and we should use the crect limiting din covariance matrix .

A 'B(E) C
.
13

An(4
,
E) = -E,

3-4"(4:,)}
en

arrage
curvature evaluated at

Bn(7, E) = iE I(i,E) I li,)

I -
variance estimate.

might need
to

use numeric
diffrentiation

to approximate.

Remember
,

te Hessian in code is Anly
,
E)

.
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Example (Coef�cient of Variation): Let  be idd from some distribution with �nite
fourth moment. The coef�cient of variation is de�ned at .

De�ne a three dimensional  so that  is de�ned by summing the third component. What
is the vector valued function  which yields an M-estimator for the coef�cient of
variation?

⑲

How would he get a CI for the coefficient of variation
, ts

: I ?

Bootstrap? probably ·

We'll try M-estimation .

I(Y ,) - -
nI

O
,
-

z

I
E

,
Yi-ntr

S (Y:, E)= (iEG-t"-nEn to
noits -

Toz
I

->

O= Y = y

Fr ==
,

CY
,
-- t

,
) = divide by a,

not not

O
= E
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What parameter vector is being estimated by the M-estimator?

What are the matrices  and ?

=[Tr(Yi
,E)7 = = [Yi-En] =

M-t
= 0 = Or -M .

E(P(y; ,E)] = [(yr-F2- -27 = 0
=

02
=

Var (4
, ) = 62

-[Y
, /Yi,El = [0, 53 -) = &

,
F

>-2 0
= &

, E
=> (I

.

A
= E( Eri

,Ed] (YE) =G
.

-N O O

= -2(y;-En) - I OI
Oz

-I On
C

O 0

A
=

E EY" (Yictr)] = (
to IA O

- -M

B
=

E[I(Y,o)4(7 ,Eo)I

=I (Y-r" (Yi-fo)[Ci-AD"-F2] (Y=
-t

,
)(FrOs - for)

I I(: -
,-E-02] [Di-8, -02] -A)--=n(0,s - Voz)

(Yi-, (0, z) [CY,
-t

,-tr](0,z) (aits -Vr)
M3

=I My - 64
· I where Mj= E/Y, -0,

"

0 0
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Write out the asymptotic variance, .

V = A B(A)-

Using row operations (not shown) :

A"= (* -
62 es0

= 1. )(8) = ( 3 IMy Mn-6" O

-

+As - Mee

=> AB(AYT =

......

6
2

My -
I

Go My-6 -

als
e IY

--Me-us6 -

+ ee
-



2.1 Estimators for A,BA,B olds… 17

Assume  are iid from a normal distribution with mean  and standard deviation .
Calculate . Assume you have a same of size  and you get an estimated coef�cient of
variation of . Give the asymptotic % con�dence interval.

ple
-

Va-sta

If YeNC10
, 1)

,
My

= 0
, My=

3 (looked up).

-> Vas" tor-o+i : woo zo0=100s1 .

-= -
000204.

n
= 25 = Var(s) =

0005/

25

2I : 0
.

11 = 1 .
96One

6.
082

,
0. 138)


