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1.5.2 Observed Information

The information matrix is not random, but it is also not observable from the data.

Let  be iid with density . The log likelihood is de�ned as

taking two derivatives and dividing by  results in

Y1,… ,Yn fY (yi;θ)

n

-

You need knowledge of the distribution to calculate it.

↑
would be get to use ICEnie) : E- log

log ((E12) =

logfy(4)

define :

E(I
,
E)=

OT
logf(71)]

↑
average curvature contribution.

it F(e) : f5-lyfly the E(
,

E) would be an obvious estimator
*

if we know*!

=> E(X
,
Ence) seems like a natural estimator for ICE).
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De�nition: The matrix  is called the sample information matrix, or the
observed information matrix.

Why use  as the basis for an estimator, rather than

?

nĪ (Y ; θ̂MLE)

I(θ) = E [− log f(Y1;θ)]∂2

∂θ∂θ⊤

I(θ) = E [{ log f(Y1;θ)}{ log f(Y1;θ)}]∂
∂θ⊤

∂
∂θ

⑨

- - doesn't depend on

one observation
sample size.

Note : ICE) is the expected curvature of the log-likelihood surface from
-

the observed information matrix nIC1
,

Emre) is from a sample of size n and s depend on sample size.

Recall Emce*N(E ,
[rICT") · To get an approximate

variance of Ence fora sampleof

size n
,

we need that matrix to depend on n.

TheMessian (curvature) of Once is readily available from optimization methods =>

nECE
, Emra) can be computed easily ·

Alternatively could useI * (7
, E) = thef log flies

because E[I * (T,E)] = I(1) dro.

We'll see this again in misspecified models (and how t "correct" trm) = robustness vs.

officiency.

lig , Estimating Equations
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Now let’s prove the asymptotic normality of the MLE (in the scalar case).
-

Useful facts : For X...Xn id with Vary
,

= 82 <A,

WLLN : Xn: -PE(X]

CLT : in (Yn - EX)-> N(0 ,
62)

.

4P Fylgie) and Once is such that some)=/
ht S()=)= logf(Yijt)

= s(it)
whe slogi

we know ECs(it)) = 0 and Var[s(it)] = ICA) and Eslic
,

are
ind rvis.

=> m (+ S(0) - 0)-> "N(0
,
I(t) by CT.

= (nF(a)"S(r)-*
z ZuN(o ,

1) (A),
S

Secondly ,
let J =

-&-=
i=
um

sum of iid D.
U

. 's

and so
,
in J(o)-PICA by

WLLN D nELE)->PILOTY (**)

so far we have been considering the the value f. Let l(F) be sufficiently smooth to allow for Taylor Expansion.

assumption smoothnesoption
↓

=> o SCEme)S()+Em-E) EMS
The thing we want -PN10,

1
= J(r)"S(u)

-
ThusI

*

(Eme-o) In ICE JLT's(E)

= EnI5(7" EnICA)]"Gulla" SCE
=Flo nFI(o)" EnI(A)"Scot

zu um
-> " Io7" (**) ->z(x)

d

-> N(0 , 1) by Slutsky's Theorem off

-

Note: the argument to replace [Cf) by ECEmcz) in the asymptotic result is justified by convergence in probability-

This argument is generalized toI by interpreting the score as a bx1 retr ,
ICE) as bybmatrix

,
zN(E , Es) don


