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1.2 Variance Estimation for EM estimates

The EM algorithm �nd the MLE, but it does not automatically produce an estimate of the
covariance matrix. Why not?

There are several options to estimate the variance.

1. Bootstrapping

& if the likelihood is well-behaved
"

S

couldn't we just look at the curvature of the optimized surface ?

No . We are optimizing .
Q

,

which is not the log-likelihood ! (Q -His).

=> We cannot rely on information results without computing the Hessian (this maybe had).

most straight forward
I we will discuss bootstrapping in depth later in the course).

A simple bootstrap approach is easy to imagine

1 .
Find Fem from the original data Y:= y.--

-

2. Resample data W/ replacement to obtain bootstrap samples
# # of bootstrap samples.

y
+ b

-(yby) for b=

FindM for each y
*

3 .
Use 's to get a CI for Fen (perutile ,

basic
,

t-based
,

BCA
,

etc
.)

straight forward/easy.
Can be computationally expensive (need to run EM for b = 1 . -,

B).

but embarrassingly paralled,
burden not too bad

.



13 1 EM Algorithm

2. Louis’s Method

e(812) = P(, BH) - H(E,M) **

So in particular ,
l(E(t) = Q(E,

E) - H(E, 2)·

=> - l"(E() =
- Q(E

, E) + H"(E
,
E) derivatives on right sideof wrt first argument.

-

=nE(E) from before.

observed information = "Complete information" - "missing information".

Assumingintyt :E =-SE;)ble .

interchangea
somewhat similar in form to fisher"information" except for the distribution expectation wrt.

&imilar argument made about"(E ,
E) .

So to get CI's
,

need Q"CE ,E) and I"(,
8) :

Q"(E,A) is the cunature of the optimization surface -> can often get this numerically
evaluated at Fen.

H(,) =)ElElde =2 using fact&

=

var[_htzyEE)] or Jay

A MC estimate of H"CE,E) is thus the sample variancesofF vals

of a sample of Z's imputed.

Other optionsSe
Givens & Hoeting Section .a

- SEM

- Empirical Information

-> Numerical differentiation to get Hessian.



1.3 Another way to cluster: K-m… 14

1.3 Another way to cluster: K-means

Goal of clustering:

Methods for clustering include hierarchical and non-hierarchical, algorithmic and model-
based.

Find an optimal grouping for which observations within each group are
"similar" but clusters

are "dissimilar" to each other.

Cluster analysis US .

Classification

Cunsupervised) (supervised)

- 9

-a -: P

8

&

- ·*- of

-

goal : discover structure

goal : prediction

---

hierarchical : proceed by going from n > 1 (or 1- > n) clusters·

model-based (finite mixture of Normals) both work for a set# clusters

non hierarchical : 3 butdan be applied to different #s.

algorithmic (K-means

Not an exhaustive list.
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K-means is a simple and elegant approach to partition a data set into  distinct, non-
overlapping clusters.

The -means clustering procedure results from a simple and intuitive mathematical
problem. Let  denote sets containing the indices of observations in each cluster.
These satisfy two properties:

1. 

2. 

Idea:

K

K

C1,… ,CK

-

First specific now many clusters (k) ,
fron K-means assigns each observation to one of the / clusters.

Eg clustering n = 100 observations into K clusters using p= 2 features.

=
g

. if obsi is in cluster k
,

itG -

C UCe : - UC = El
, -.,3

each observation belonge to one of the K clusters.

C1(=* k+k

clusters are non overlapping.

Good clustering is me forwhichhicluster variation isassmallas posita



1.3 Another way to cluster: K-m… 16

The within-cluster variation for cluster  is a measure of the amount by which the
observations within a cluster differ from each other.

To solve this, we need to de�ne within-cluster variation.

This results in the following optimization problem that de�nes -means clustering:

A very simple algorithm has been shown to �nd a local optimum to this problem:

Ck

K

-

-
call W(C).

Then we want to

minimize [W()]
2 - -C

i
.
e
., partition data into 1 clusters s

.
t

.
total within-cluster variation is minimized.

-

(many ways).

Most Common : squared Euclidean distance

W(=el iii-
un

#points in G

mininga
This is very hard to solve exactly, K"ways to partition n obs . into K clusters !

-

↳ "pretty good solution"

10 Randomly assign a number form 1 to 1 to each observation Cititialize cluster assignments).

2. Iterate until cluster assignments stop changing :

= vector of the p feature means

(a) for each of the K clusters complete cluster centroid of obs. in each cluster.

-

() assign each observation to closest centroid cluster
-

& enclidean distance

-

This algorithm is guaranteed to decrease value of the objective function at each step.

When cluster assignments stop changing this a local minimum -> notrecessarily global
=> clustering depends on initial

random clusters !

= run the algorithm multiple times from different initial configurations and choose clustering /
smallest objective function

still need K
...



17 1 EM Algorithm(k= 2)
K-means illustration :

①
o

8

Y ·

C
↑

...
-

G

·

R

C ↑

f
↑ &

& Y

② Randomly assign

· ·
8

* "
*

* &

③ Compute medieds

· &

&
9

8

* *** o

# *

* &

⑨ Update assignments

·

repeat $2 until clusters are stable·
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Questions about the algorithm:

1. How do we de�ne distance?

2. How do we choose starting values?

3. How do we choose ?

Compared to the Gaussian mixture problem,

k

Normally Enclidean

Could choose

- Minkowski d( , (2) =[12: -x(9)
/

- Mahalanobis

randomly usually (shotgun approach

Maybe using another method ? like hierarchial?

# %o Should we scale tredata ?

look at between SS vs.

within SS ?
"Will

" most times yes,
unless no (202).

Another approach : Dunn index compare to a "clustering

-
fixed # of clusters.

"soft" assignment "hardnument
↓ ↓

In the Gaussian mixtures
,

we get probabilities of assignment , not just assignment

↓
model-based (making assumptions !)

K-means sensitive to starting values.

In R
,

kmeans function will fit this algorithm.


