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##     2.5%    97.5% 
## 7.714075 9.084725

##    97.5%     2.5% 
## 7.738496 9.109147

To get the studentized bootstrap CI, we need our statistic function to also return the
variance of .

## BOOTSTRAP CONFIDENCE INTERVAL CALCULATIONS
## Based on 2000 bootstrap replicates
## 
## CALL : 
## boot.ci(boot.out = boot.ilec_2, conf = 0.95, type = "stud")
## 
## Intervals : 
## Level    Studentized     
## 95%   ( 7.728,  9.183 )  
## Calculations and Intervals on Original Scale

Which CI should we use?

## we can do some of these on our own
## percentile
quantile(boot.ilec$t, c(.025, .975))

## basic
2*mean(ilec_times) - quantile(boot.ilec$t, c(.975, .025))

mean_var_func <- function(x, idx) {
  c(mean(x[idx]), var(x[idx])/length(idx))
}

boot.ilec_2 <- boot(ilec_times, mean_var_func, 2000)
boot.ci(boot.ilec_2, conf = .95, type = "stud")
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1.7 Bootstrapping for the difference of two means

Given iid draws of size  and  from two populations, to compare the means of the two
groups using the bootstrap,

The function two.boot in the simpleboot package is used to bootstrap the difference
between univariate statistics. Use the bootstrap to compute the shape, bias, and bootstrap
sample error for the samples from the Verizon data set of CLEC and ILEC customers.

library(simpleboot)

clec_times <- Verizon[Verizon$Group == "CLEC",]$Time
diff_means.boot <- two.boot(ilec_times, clec_times, "mean", R = 2000)

ggplot() +
  geom_histogram(aes(diff_means.boot$t)) +
  xlab("mean(ilec) - mean(clec)")
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Which con�dence intervals should we use?

Is there evidence that

is rejected?

# Your turn: estimate the bias and se of the sampling distribution

# Your turn: get the chosen CI using boot.ci
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2 Parametric Bootstrap
In a nonparametric bootstrap, we

In a parametric bootstrap,

For both methods,

resample the observed data

Create a bootstrapped sample --- Y* did from empirial don En
.

↑

id case
, equidet to resempliyoriginaldata

u/replacement.

Assume a parametric model.

Key idea use a fitted parametric mode F(y) = F(y/4) to estimate F where Testimate using MLE-
Corcnother method) from data .

Create a bootstrapped sample ,y iid from F(y(4).

i. e . resample from a model / paracters estimated using originaldata
.

D Compute
*1)
for each bootstrapped sample y ,

* (b)
, ..,
y*

(b)

& repect procedure B limes to get

1x() 1x(B)E 1 ..,

and make inferences using th result.
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2.1 Bootstrapping for linear regression

Consider the regression model  with .

Two approaches for bootstrapping linear regression models –

1. 

2. 

2.1.1 Bootstrapping the residuals

1. Fit the regression model using the original data

2. Compute the residuals from the regression model,

3. Sample  with replacement from .

4. Create the bootstrap sample

5. Estimate 

6. Repeat steps 2-4  times to create  bootstrap estimates of .

Assumptions:
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2.1.2 Paired bootstrapping

Resample  from the empirical distribution of the pairs .

Assumptions:

2.1.3 Which to use?

1. Standard inferences -

2. Bootstrapping the residuals -

3. Paired bootstrapping -


