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Squared Error

Mean Squared Error

Integrated Squared Error

Mean Integrated Squared Error

(Error)
.

St(5(y)) = [J(y) - f(y)]
"

local : at a point y

depends on realization Y1 --> Yn through I

MSE(f(x)) = Es)(f(y) - f(y)]2) = Var(f(y)) + [bias((y))]
local : at a point y

but now describes mean of error (property of don).

ISE = 9 [f(u) - f(u)]dn
- X

no longer local

depends on realization Y --. Yo

MISE =SMSE(F(mi)d

not local

describes property of dse of error.

↓
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Of coursetheoretical because we have to know f to calculate them

↳ useful for discussing properties of our estimator -
.



Total Integrated squared bias :

FSBL
= [SCf]dx+(1,)

=S]d + 0(h) ·
me

called AlSB "asymptotic ISB"

= thR(f") .

MISE = IV + ISB =-+ny + thR(f) +Th

= RIf") + On) +Oh
~

AMISE

narrower bins give an estimator that is less biased but more variable. As ->0 F- Setof spikes at each obs w/ Obins.

The minimizer of AMISE is ho =C*Y and minimum AMISE is AMISZ7
*
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5 1 Histograms

The roughness of the underlying density, as measured by  determines the optimal
level of smoothing and the accuracy of the histogram estimate.

We cannot �nd the optimal binwidth without known the density  itself.

Simple (plug-in) approach: Assume  is a , then

Densities WI few burps (smaller R(F)) require wider bins,

while bumpy densities (large R(f")) require smaller bins.

-

Tsi thetheerg!

=

ho = 3.491GB
could use sample st. deviation

or interquartile range
to estimate.

For non-normal data
, multiple

modes inflate >> Gaussian plugin histogram willbesmoothed.

No theoretical justification , just something we
do and often passes the "eye

test"



1.4 Optimal Binwidth 6

Data driven approach:

"cross-validation"

-

ISE = S[f(u) - -(n)]do

= R(f) + R(f) - 29f(u)f(u)du
u

irrel undere fam

~ thisisnot
wrt to data

samelet

- 29 f(u)f(u)dn = - 2E[f(u)] , nof

=>one idea is to estimateonemtot so that we could find h that would minimize


